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ABSTRACT. Background: The rise of e-commerce in the community makes competition between logistics companies increasingly tight. Every e-commerce application offers the convenience and choices needed by the community. The Two-Echelon Vehicle Routing Problem (2E-VRP) model has been widely developed in recent years. 2E-VRP makes it possible for customers to combine shipments from several different stores due to satellites in their distribution stream. The aim of this paper is to optimize a two-echelon logistics distribution network for package delivery on e-commerce platforms, where vans operate in the first echelon and motorcycles operate in the second echelon. The problem is formulated as 2E-VRP, where total travel costs and fuel consumption are minimized. This optimization is based on determining the flow in each echelon and choosing the optimal routing solution for vans and motorcycles.

Methods: This paper proposes a combination of the K-means Clustering Algorithm and the 2-opt Algorithm to solve the optimization problem. Many previous studies have used the K-means algorithm to help streamline the search for solutions. In the solution series, clustering is carried out between the satellite and the customer in the first echelon using the K-means algorithm. To determine the optimal k-cluster, we analyzed it using the silhouette, gap statistic, and elbow methods. Furthermore, the routing at each echelon is solved by the 2-opt heuristic method. At the end of the article, we present testing of several instances with the different number of clusters. The study results indicate an influence on the determination of the number of clusters in minimizing the objective function.

Results: This paper looks at 100 customers, 10 satellites, and 1 depot. By working in two stages, the first stage is the resolution of satellite and customer problems, and the second stage is the resolution of problems between the satellite and the depots. We compare distance and cost solutions with a different number of k-clusters. From the test results, the number of k-clusters shows an effect of number and distance on the solution.

Conclusions: In the 2E-VRP model, determining the location of the cluster between the satellite and the customer is very important in preparing the delivery schedule in logistics distribution within the city. The benefit is that the vehicle can divide the destination according to the location characteristics of the satellite and the customer, although setting the how many clusters do not guarantee obtaining the optimal distance. And the test results also show that the more satellites there are, the higher the shipping costs. For further research, we will try to complete the model with the metaheuristic genetic algorithm method and compare it with the 2-opt heuristic method.

Keywords: two echelon vehicle routing problem, e-commerce, logistic distribution, K-means clustering, 2-opt algorithm

INTRODUCTION

Since e-commerce is present in the community, trading habits have changed. Now people can shop only from home. E-commerce facilitates and finds solutions to shopping in the community. Technological developments have changed the logistics distribution model. In real life, people need innovative logistics delivery offers to minimize shipping costs [Rana et al. 2019]. Moreover, the 2E-VRP model has been widely developed to streamline logistics distribution [Leon, Cristina 2020]. This model is...
widely used to combine delivery with satellites in the stream (Li et al. 2020). The 2E-VRP model has been increasingly developed by Breunig et al. [2019], Redi et al. [2020], Yan et al. [2020], Li et al. [2021], and Zhang et al. [2021]. 2E-VRP is a simplified form of the multi-echelon VRP problem. Where in this model do the work in two stages. Uniquely, this model requires a satellite as a temporary stopover for goods. Satellites can be developed to sort and merge shipments from multiple depots. This allows customers to combine shipments from several different depots.

In logistics delivery in cities, most shipments use vans [Chen et al. 2021] and motorbikes [Lee et al. 2020] to deliver small items. This article will discuss two types of vehicles used, namely vans in the first echelon and motorbikes in the second echelon. In the logistics competition, logistics companies must provide options to customers in dealing with shipping costs [Erniyati, Citra 2019, Rahman, Asih 2020]. One of them is to combine shipping. Customers do not need to order goods repeatedly. The Two Echelon Vehicle Routing Problem (2E-VRP) model is recommended for this case. This study aims to minimize travel costs, satellite loading and unloading costs, and fuel consumption.

In general, the 2E-VRP model can be seen in Figure 1. The flow in the first echelon is represented as a relationship between the depot and the satellite. At the same time, the flow in the second echelon is represented as a connection between the satellite and the customer. The first echelon uses vans to distribute goods to each satellite. The van will depart from the depot around the satellite and return to the depot. The van has the capacity to transport goods. In the second echelon, the vehicles used are motorcycles. The vehicle departs from the satellite visiting the customer and will end up on the satellite again. Motorcycles have the capacity to carry logistics.

Motorcycle vehicles can only able to carry a small number of logistics. Therefore, it is necessary to cluster between satellites and customers so that the vehicle will send priority to customers in its cluster. Many studies on VRP have conducted clustering first, including Sabo et al., [2020], Rizkallah et al. [2020], Akhand et al. [2017]. In this research, we use K-means to cluster in the second echelon. In determining the optimal cluster, it can be analyzed using the silhouette method [Saputra et al. 2020], elbow
method [Shi et al. 2021], and the gap statistic method [El-Mandouh et al. 2019].

After the clustering process is performed, the routing problem is solved using the 2-opt heuristic method. Many studies in the VRP field use the 2-opt method, including Barma et al. [2019], Kovacs et al. [2020], Xia et al. [2021], Agardi et al. [2021], and McNabb et al. [2015]. At the end of this paper, we will test the benchmark data to optimize distance and total cost.

**METHODOLOGY**

In this research, there are two stages in the completion. The first to solve problems in the second echelon first then solve problems in the first echelon.

**Initial Stage**

Before performing the clustering stage, enter the latitude and longitude location points from the set of satellites and customers. Then calculate the distance between the points using the Euclidean distance.

\[
\text{Distance}=\sqrt{(S_{sx} - S_{sx})^2 + (S_{sy} - S_{sy})^2}
\]

The first step is to cluster first using K-means before going to the routing stage. It is necessary to analyze how many clusters are used. We analyzed using the silhouette method, gap statistics, and SSE values to determine optimal and natural clusters [Ikotun et al. 2021]. After obtaining the most optimal k clusters, the next step is to cluster using the K-means algorithm with the satellite as the centroid. In terms of seeing the process, it can be seen in the pseudocode of K-means, which can be seen below.

<table>
<thead>
<tr>
<th>Pseudocode K-means Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inputs:</strong></td>
</tr>
<tr>
<td>1. Number of clusters,</td>
</tr>
<tr>
<td>2. Satellite and customer location data.</td>
</tr>
<tr>
<td><strong>Output:</strong> A set of k clusters.</td>
</tr>
<tr>
<td><strong>Procedures:</strong></td>
</tr>
<tr>
<td>1. <strong>Choose</strong> any k point objects from the customer set, the satellite point as the center of the initial cluster;</td>
</tr>
<tr>
<td>2. <strong>Repeat</strong></td>
</tr>
<tr>
<td>3. <strong>Back</strong> selects each point from the set of customers to the cluster with the most similar point distance, based on the average value of the distance of the points in the cluster;</td>
</tr>
<tr>
<td>4. <strong>Improve</strong> cluster facilities, namely calculating the average point distance value for each cluster;</td>
</tr>
<tr>
<td>5. <strong>Stop</strong> if there is no change</td>
</tr>
</tbody>
</table>
After obtaining a set of k clusters, the set of k clusters between satellites and customers, the customer objects in the cluster will be visited by vehicles from the satellite.

**Advanced Stage**

After obtaining k sets of clusters, the destination will be obtained by the vehicles in each cluster. This paper uses the 2-opt heuristic method to solve the routing problem. The 2 opt method is widely used in completing routing [Englert et al. 2014, Hougardy et al. 2020]. The pseudocode of the 2-opt can be seen as the pseudocode below.

**Pseudocode 2-opt Algorithm**

**Input:** Satellite and customer location points

**Output:** The Shortest Distance

**Procedures:**

1. **Choose** a point starting from any point
2. **Do** a tour by looking for the nearest point as done in the Nearest Neighbor method
3. **Move** two new sides to different sides with the same point.
4. **Compare** the previous total distance with the new one; if it is a new tour, it is better to choose a new tour.
5. **Repeat**
6. **Stop** if the old tour is better than the new one.

The heuristic algorithm above calculates the routing in the first echelon and the second echelon. Once obtained, it will enter the last stage to minimize the objective function, which is the last step in this paper.

**Final Stage**

After obtaining optimal routing, the next step is to minimize travel costs, satellite loading and unloading costs, and fuel consumption. In this final stage, we will also test the 2E-VRP model in 100 customers, ten satellites, and one depot with different values of k clusters and make a hypothesis on how significant the effect of clustering is on the total distance generated.

**Problem Description and Mathematical Model**

**Problem Description**

In this 2E-VRP model, two types of vehicles are used; namely, the first echelon uses a van and the second echelon uses motorcycles to send packages to customers. There are two levels of work. The first level is called the first echelon, which is denoted , and the second level is called the second echelon, which is denoted by . is the nodes of the depot, is the set of satellites, and is the set of customers. The purpose of this research is to minimize travel costs, satellite loading and unloading costs, and fuel consumption. 2E-VRP can be denoted as graph . Notation is a set of direct edges, which is called a route that connects between each node. is the distance traveled by
vehicles using vans in the first echelon is the distance traveled by vehicles using motorcycles in the second echelon. is the decision variable for the number of depots used. is the satellite decision variable the number of kth satellites used. Cvan and Cmot are the capacities of vans and motorcycles. mvan and mmot are the set of vans and motorcycles. The summary of the 2E-VRP model is explained as follows:

1. There are two types of vehicle, namely vans and motorbikes.

2. In the first echelon, the vehicles used are vans, and in the second echelon, motorbikes are used.

Mathematical Model

\[
\begin{align*}
\min & \sum_{i \in I_1, j \in J} CV_{ij} x_{ij} + \sum_{k \in K} \sum_{j \in J_{k-1}} CV_{kj} y_{kj} + \sum_{i \in I_2, j \in J} CM_{ij} z_{ij} + \sum_{k \in K} \sum_{j \in J_{k-1}} CM_{kj} u_{kj} + \sum_{i \in I_1} \sum_{j \in J_1} UL_{ij} D_{ij} + \sum_{k \in K} \sum_{j \in J_{k-1}} UL_{kj} D_{kj} + \sum_{i \in I_2} \sum_{j \in J_2} UL_{ij} D_{ij} + \sum_{k \in K} \sum_{j \in J_{k-1}} UL_{kj} D_{kj},
\end{align*}
\]

(2)

With

\[
D_{k} = \sum_{j \in J_{k-1}} d_{jk}, \forall k \in S,
\]

(3)

\[
\sum_{j \in J_{1}} x_{ij} \leq m_{van}, 0 \in S_0
\]

(4)

\[
\sum_{i \in I_{k}} x_{ki} = \sum_{i \in I_{k}} x_{ki}, \forall k \in S.
\]

(5)

\[
\sum_{k \in K} \sum_{j \in J_{k-1}} y_{kj} \leq m_{mot},
\]

(6)

\[
\sum_{k \in K} \sum_{j \in J_{k-1}} y_{kj} \leq m_{mot}, \forall k \in S.
\]

(7)

\[
\sum_{j \in J_{k-1}} y_{kj} = \sum_{j \in J_{k-1}} y_{kj}, \forall k \in S,
\]

(8)

\[
\sum_{i \in I_{1}, i \neq j} R_{i}^{van} + \sum_{i \in I_{1}, i \neq j} R_{i}^{van} = \begin{cases} D_{ij} & \text{if } j \text{ not a depot} \\ \sum_{i \in S_{0}} D_{ij} - d_{ij} & \text{otherwise} \end{cases}, \forall j \in J_{1}.
\]

(9)

\[
\sum_{i \in I_{2}, i \neq j} R_{i}^{mot} + \sum_{i \in I_{2}, i \neq j} R_{i}^{mot} = \begin{cases} D_{ij} & \text{if } j \text{ not a satellite} \\ -D_{ij} & \text{otherwise} \end{cases}, \forall j \in J_{2}, \forall k \in S.
\]

(10)

\[
R_{ij}^{van} \leq C_{ij}, \forall i, j \in J_{1}, i \neq j.
\]

(11)

\[
R_{ijk}^{mot} \leq C_{ijk}, \forall i, j \in J_{2}, i \neq j, \forall k \in S.
\]

(12)

\[
\sum_{i \in I_{1}} R_{i}^{van} = 0.
\]

(13)

\[
\sum_{j \in S_c} R_{\text{mot}}^{j} = 0, \quad (14)
\]

\[
y_{\text{mot}}^{ij} \leq z_{k_j}, \forall i \in L_2, \forall j \in S_c, \forall k \in S_s, \quad (15)
\]

\[
y_{\text{mot}}^{ji} \leq z_{k_j}, \forall i \in L_2, \forall j \in S_c, \forall k \in S_s, \quad (16)
\]

\[
\sum_{i \in L_2} y_{\text{mot}}^{ij} = z_{k_j}, \forall k \in S_s, \forall j \in S_c, \quad (17)
\]

\[
\sum_{i \in L_2} y_{\text{mot}}^{ji} = -z_{k_j}, \forall k \in S_s, \forall j \in S_c, \quad (18)
\]

\[
\sum_{i \in S_s} z_{ij} = 1, \forall j \in S_c, \quad (19)
\]

\[
y_{\text{mot}}^{kj} \leq \sum_{i \in L_1} x_{kl}, \forall k \in S_s, \forall j \in S_c, \quad (20)
\]

\[
y_{\text{mot}}^{ij} \in \{0, 1\}, z_{k_j} \in \{0, 1\}, \forall k \in L_1, \forall i, j \in S_c, \quad (21)
\]

\[
x_{k_j} \in \mathbb{Z}^+, \forall k, j \in L_1, \quad (22)
\]

\[
R_{\text{mot}}^{ij} \geq 0, \forall i, j \in L_1, R_{\text{mot}}^{ij} \geq 0, \forall i, j \in L_2, \forall k \in S_s, \quad (23)
\]

In equation (2), the model's objective function is to minimize travel costs, loading and unloading costs on satellites, and fuel consumption. Moreover, it is added to equation (3) to ensure that the number of customer requests is the same as the goods taken from the depot. Constraint (4) explains that the number of vehicles departing from the depot does not exceed the number of vehicles in the first echelon. Constraint (5) confirms that the vehicle departs and ends at the depot. Moreover, this equation also ensures that the number of vehicles entering and exiting each satellite used is the same as the number of vehicles departing the depot. Constraint (6) ensures that the number of routes used in the second echelon does not exceed the number of vehicles in the second echelon. Constraints (7) ensure that the capacity of the goods on the satellite does not exceed the capacity of the satellite. Constraint (8) guarantees that only one satellite serves the customer. Moreover, this equation also explains that the vehicle starts and ends at the satellite. Constraints (9) guarantee that the number of shipments in the first echelon must be in accordance with all customer requests. Constraints (10) guarantee that the number of deliveries in the second echelon must match all customer requests. Constraints (11) and (12) ensure capacity limits in the first and second echelons. Constraints (13) and (14) guarantee no sub-tour in the first and second echelon. Constraints (15) and (16) guarantee that if customer j is served by satellite k, it will return to that satellite. Constraints (17) and (18) guarantee that a vehicle starting from a used satellite will end up returning to that satellite. Constraints (19) ensure that each customer's request is served by one satellite. Constraint (20) guarantees that the route in the second echelon will start after the service in the first echelon has been completed. Constraints (21), (22), (23) are limiting decision variables.

RESULT AND DISCUSSION

The completion of the 2E-VRP model went through two stages of work. The first step is to complete the routing in the first echelon. This study will analyze the 2E-VRP problem where clustering first performs routing. This research observes one depot, ten satellites, and 100 customers. We can see in Figure 2 the location of the depot, satellite, and the customer.
Figure 2 shows that the depot uses a green home icon, an orange cog icon represents a satellite, and a blue user icon represents a customer. In 2E-VRP, the problem is solved using a 2-step solution. In the first step, first solve the problem in the second echelon, namely the problem between the satellite and the customer. In the next step, we solve the problem in the first echelon. Before routing the second echelon, we first perform a cluster analysis. This analysis helps find locations that have homogeneous properties with satellites. So that vehicles from each satellite can plan destinations close to the satellite. Therefore, proper cluster analysis is needed before determining the route of travel. The analysis in this study uses RStudio to present clusters and routing. This analysis determines clusters using K-means. K-means are widely used to find the ratio of the average distance between points [He et al. 2016, Kassem et al. 2019]. In Figure 3, several possible clustering positions will be presented. Figure 3 shows the K-means cluster using k=2,4,6,8,10.

In order to obtain a more natural number of k clusters, we analyze using the silhouette method. A better average silhouette width will result in a natural and optimal grouping. The silhouette plot obtained from analyzing the Euclidean distance from points in the second echelon, namely satellites and customers, can be seen in Figure 4.

Fig. 3. Clustering using K-means determines the distance group from each satellite and the customer

Fig. 4. Silhouette plot of the Euclidean Distance between each point in the second echelon.
Based on Figure 4, it can be seen that the best average silhouette width value is $k=2$, then followed by $k=10$, $k=6$, $k=8$ and $k=4$. From the plots presented, it can be seen that there is a more natural clustering possibility at $k=2$, to ensure a good group homogeneity, it can also be seen in the analysis of the total within the sum of squares and the statistical gap presented in Figures 5(A) and 5(B). Based on Figure 5(a), the plot within the SSE has a very significant slope from $k=1$ to $k=2$. From the figure we can interpret that $k=2$ is more natural than other clusters, namely $k=4$, $k=6$, $k=8$, and $k=10$. However, in Figure 5(b), the statistical gap plot shows that the $k=1$ cluster has a better gap statistic. This paper will present a comparison of distance and cost based on the benchmark's test data as presented in Table 1.

After determining the optimal $k$ clusters, the next step is to determine the routing using the 2 opt heuristic method. From the test results, the total distance in the second echelon can be seen in Table 2.
Table 1. Test of characteristic benchmark data

<table>
<thead>
<tr>
<th>Instance</th>
<th>k</th>
<th>N_s</th>
<th>N_c</th>
<th>d_i</th>
<th>C_\text{r,,i,j}^{\text{r,,i,j}}</th>
<th>C_\text{mod}^{\text{r,,i,j}}</th>
<th>C_\text{f}^{\text{r,,i,j}}</th>
<th>I_\text{f}^{\text{r,,i,j}}</th>
<th>\text{UL}_k</th>
</tr>
</thead>
<tbody>
<tr>
<td>P01</td>
<td>2</td>
<td>10</td>
<td>100</td>
<td>100</td>
<td>2000</td>
<td>2250</td>
<td>2000</td>
<td>2000</td>
<td>1000</td>
</tr>
<tr>
<td>P02</td>
<td>4</td>
<td>10</td>
<td>100</td>
<td>100</td>
<td>2000</td>
<td>2250</td>
<td>2000</td>
<td>2000</td>
<td>1000</td>
</tr>
<tr>
<td>P03</td>
<td>6</td>
<td>10</td>
<td>100</td>
<td>100</td>
<td>2000</td>
<td>2250</td>
<td>2000</td>
<td>2000</td>
<td>1000</td>
</tr>
<tr>
<td>P04</td>
<td>8</td>
<td>10</td>
<td>100</td>
<td>100</td>
<td>2000</td>
<td>2250</td>
<td>2000</td>
<td>2000</td>
<td>1000</td>
</tr>
<tr>
<td>P05</td>
<td>10</td>
<td>10</td>
<td>100</td>
<td>100</td>
<td>2000</td>
<td>2250</td>
<td>2000</td>
<td>2000</td>
<td>1000</td>
</tr>
</tbody>
</table>

Table 2. Vehicle travels on the second echelon in kilometers.

<table>
<thead>
<tr>
<th>Num. of Clust</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>k=2</td>
<td>101.37</td>
<td>115.40</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>k=4</td>
<td>51.00</td>
<td>52.70</td>
<td>59.87</td>
<td>43.32</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>k=6</td>
<td>36.98</td>
<td>36.18</td>
<td>30.53</td>
<td>35.55</td>
<td>38.49</td>
<td>37.38</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>k=8</td>
<td>31.77</td>
<td>36.58</td>
<td>31.74</td>
<td>25.67</td>
<td>28.90</td>
<td>33.33</td>
<td>20.89</td>
<td>25.29</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>k=10</td>
<td>17.60</td>
<td>20.02</td>
<td>18.32</td>
<td>33.50</td>
<td>14.51</td>
<td>22.84</td>
<td>18.34</td>
<td>19.30</td>
<td>25.77</td>
<td>22.35</td>
</tr>
</tbody>
</table>

Table 3. Total distance traveled by vehicles on the first and second echelon in kilometers and total costs.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Total Dist. in L1</th>
<th>Tot. Dist. in L2</th>
<th>Total Costs (IDR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P01</td>
<td>46.63</td>
<td>216.77</td>
<td>948487</td>
</tr>
<tr>
<td>P02</td>
<td>63.01</td>
<td>206.88</td>
<td>988432.5</td>
</tr>
<tr>
<td>P03</td>
<td>68.54</td>
<td>215.11</td>
<td>1036625</td>
</tr>
<tr>
<td>P04</td>
<td>66.90</td>
<td>234.18</td>
<td>1086865</td>
</tr>
<tr>
<td>P05</td>
<td>74.87</td>
<td>212.54</td>
<td>1055817</td>
</tr>
</tbody>
</table>

Table 2 shows the total distance in each cluster. After calculating the total distance in the second echelon, the next step is to calculate the total distance in the first echelon using the 2-opt algorithm. Based on Table 3, we can see the total distance in L1 and L2. Table 3 also shows that the P01 instance with k=2 is superior in minimizing distance and costs.

CONCLUSION

This study provides a view of the logistics distribution network in e-commerce by combining van and motorcycle. We present the 2E-VRP model to minimize travel costs and fuel consumption. In the solution, we propose a combination of K-means clustering and 2-opt Algorithm to solve optimization problems and demonstrate the application of the model using...
numerical studies based on benchmark data testing. We look for solutions in two stages; the first stage is to look for solutions to problems in the first echelon, namely the problem of routing on the satellite to the customer. In the second stage, we solved the problem in the first echelon, namely the problem of routing between the depot and the satellite. In this paper, we cluster the second echelon using the K-means algorithm, a satellite, and a customer problem. We analyzed using the silhouette method, gap statistics, and calculated the SSE of the distance between points to provide an optimal cluster view. We adopt a solution with a 2-opt algorithm and analyze it with instances using k different clusters. The results of the study indicate that there is an influence in determining the number of clusters in minimizing the objective function, and the more the number of satellites, the higher the shipping costs. It can be explained because the distance traveled in the first echelon will increase because the number of satellites visited will increase, which will directly affect the cost of delivery. For future work, we will try to solve the model with the metaheuristic genetic algorithm method and compare it with the 2-opt heuristic method.
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